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Bottleneck in Applying ML for Specific Applications

Lei Yang

Ski

❑ Manually Design Neural Network:

❖ Requires expertise from different domains

❖ Collaboration of these experts is difficult

❖ Large human labor 

❖ Long launch time…

✔

Computer Vision Experts

Computer Scientist Data Scientist
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Action

Reward

e.g.
Reinforcement 

Learning

❑ Automated Design Neural Network:

✓ Replace exerts by using automated optimization approaches

✓ Release the labor from experts

✓ Short launch time

Ski

✔

Env.

AutoML is a Promising Solution

Lei Yang
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Objective: 
Maximize ML Performance 

(e.g., Prediction Accuracy)
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AlexNet
ResNet

MobileNet
NASNet

◆ Cloud / Server

• Unlimited Resource

• Maximizing Accuracy

• AlexNet, VGGNet, ResNet, …

◆ Mobile Phones

• Fixed Hardware

• Accuracy v.s. Latency

• MnasNet, ProxylessNAS, …

◆ Hardware Accelerators (e.g., FPGA)

• Hardware Design Flexibility

• Accuracy, Latency, and Energy

• FNAS, SkyNet, EDDNet…

MnasNet

ProxylessNAS

FBNet

SkyNet

FNAS
EDDNet
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One Network Cannot Work for All Platforms
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Neural NetworksDatasets / Applications

Hardware Platforms

FPGA
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Problem: Datasets/Applications, Hardware, and Neural Networks
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Outline
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▪ Background

▪ A Quick Overview of The Road From Manual Design to AutoML

▪ HW/SW Co-Exploration Framework

▪ Motivation 

▪ Framework Overview and Details

▪ Results

▪ Follow-up Works and Conclusion
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Controller 

(RNN)

Train from Scratch

To Obtain Accuracy A

Sample architecture NN 

with probability p

Update controller by A

Neural Architecture Search (NAS)HW-aware NAS

HW/SW Co-Exploration of Neural Architectures
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❑ 2016 - Now

20132012 2014 2015 2016 2017 2018 2019 2020

I. Human Invented

Aug. 2019

FNAS

FPGA/DNN (UIUC) HW/CNN (Samsung)

II. NAS and HW-Aware NAS

MnasNet
from Google

proxylessNAS
from MIT

FBNet from 
UCB FB

HW/SW Co-Exploration NANDS NASAIC

III. HW/SW Co-exploration

AlexNet

ZFNet

VGGNet

GoogleNet

FPGAFPGA ASICASIC Network-on ChipFPGAFPGA ASICASIC Computing-in-Mem

Neural Archi. Search (RL-based) DARTS

SkyNet EDD Net

2021

HW/SW Co-Exploration of Neural Architectures

Cloud/HPC Mobile (Edge) MCU (Tiny)

NACIM
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Outline
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▪ Background

▪ A Quick Overview of The Road From Manual Design to AutoML

▪ HW/SW Co-Exploration Framework

▪ Motivation

▪ Framework Overview and Details

▪ Results

▪ Follow-up Works and Conclusion
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Motivation
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TABLE I

ON CIFAR-10 AND XILINX XC7Z015 FPGA: COMPARISONS OF 

THREE NEURAL ARCHITECTURE AND HARDWARE DESIGN PAIRS 

IN ACCURACY, THROUGHPUT, AND ENERGY EFFICIENCY (E.-E): 

A) OPTIMAL ARCHITECTURE ON A FIXED HARDWARE 

IMPLEMENTATION THROUGH HARDWARE-AWARE NAS; B) THE 

SAME ARCHITECTURE BUT WITH FURTHER FPGA OPTIMIZATION; 

AND C) A JOINTLY OPTIMIZED NEURAL ARCHITECTURE AND 

FPGA IMPLEMENTATION THROUGH OUR CO-EXPLORATION. 

• Hardware-Aware NAS (Fixed HW)

• Find network N under fixed HW H

• Sequential Optimization:

• Find network N under fixed HW H

• Optimize HW H for N

• Co-Exploration:

• Optimize N and H in one loop

• 0.66% Accuracy Gain

• 2.19X and 1.20X Throughput Gain

• 2.27X and 1.40X Energy Efficiency

HW and Network Optimization are 

Coupled with Each Other

How to Co-Explore?
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Framework: Optimizing Network Architecture and HW Design in One Loop
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Optimization Controller

Evaluator

Search Space

SW HW

• Controller iteratively selects 

solution from the  search 

space for evaluation

• Controller is evolved using 

the evaluation results 

from previous iteration.
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Framework: Optimizing Network Architecture and HW Design in One Loop
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Evaluator

Search Space

SW HW

• Controller: 

Reinforcement learning 

based optimizer
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Framework: Optimizing Network Architecture and HW Design in One Loop
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Evaluator

• Search Space Exploration:

• Network Hyperparameters (SW)

• Partition and Assignment (HW)

Controller
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Framework: Optimizing Network Architecture and HW Design in One Loop
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• Evaluator:

• Obtain Accuracy A and HW 

Utilization U

• Generate Reward with A & U

Controller

Search Space

SW HW
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Framework: Optimizing Network Architecture and HW Design in One Loop
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• Controller iteratively selects 

solution from the  search 

space for evaluation

• Controller is evolved using 

the evaluation results 

from previous iteration.



Talk from JQub at DAWN 2022 Dr. Weiwen Jiang, ECE, GMU

Results
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Pareto Frontier between Accuracy and HW Efficiency can be 

Significantly Pushed Forward

At most 2 FPGAs At most 3 FPGAs
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Results
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Minimizing model size may not achieve 

the highest hardware efficiency
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Results
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Co-Exploration Outperform Competitors on Different Datasets
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Outline
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▪ Background

▪ A Quick Overview of The Road From Manual Design to AutoML

▪ HW/SW Co-Exploration Framework

▪ Motivation

▪ Framework Overview and Details

▪ Results

▪ Follow-up Works and Conclusion
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HW/SW Co-Design Stack using NAS

Design Stack Built By the Team

• HW/SW Co-Design

• Quantum Machine Learning

Best Paper 

Nominations:

Best Paper Award:



Co-Design NAS Full-Stack

HW/SW

Co-Design

Framework

FNAS

[DAC’19*]

[TCAD’20*]

FPGA

XFER 

[CODES+ISSS’19*]

ASIC

NANDS [ASP-DAC’20*]

ASICNAS [DAC’20]

Computing-in-Memory

Device-Circuit-Arch. 

[IEEE TC’20]

XFER:

• Neural Network Partition

• Performance Model

• Multiple FPGA

• Load Balance

H
a

rd
w

a
re

Best Paper Nomination
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HW/SW

Co-Design

Framework

FNAS

[DAC’19*]

[TCAD’20*]

FPGA

XFER 

[CODES+ISSS’19*]

ASIC

NANDS [ASP-DAC’20*]

ASICNAS [DAC’20]

Computing-in-Memory

Device-Circuit-Arch. 

[IEEE TC’20]

ASINAS:

• Multi-Tasks

• Template-Based NAS

• Heterogenous ASICs

First HW/SW Co-Design 

For ASICs with Huge

HW Design Space
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HW/SW

Co-Design

Framework

FNAS

[DAC’19*]

[TCAD’20*]

FPGA

XFER 

[CODES+ISSS’19*]

ASIC

NANDS [ASP-DAC’20*]

ASICNAS [DAC’20]

Computing-in-Memory

Device-Circuit-Arch. 

[IEEE TC’20]

NACIM:

• Cross-layer Optimization

• Multi-Object Optimization

• CiM Accelerator

• Device Variation

First HW/SW Co-Design 

For Computing-in-Memory

Accelerators with

Device Variation
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HW/SW

Co-Design

Framework

FNAS

[DAC’19*]

[TCAD’20*]

NAS Acc.

HotNAS

[CODES+ISSS’20]

Model Compression

NAS for Quan. [ICCAD’19]

Compre.-Compilation [IJCAI’21]

Secure Infernece

NASS [ECAI’20]

BUNET [MICCAI’20]

More than 200 → Less than 3 (GPU Hours) on ImageNet Dataset

A
lg

o
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Co-Design NAS Full-Stack

HW/SW

Co-Design

Framework

FNAS

[DAC’19*]

[TCAD’20*]

A
p

p
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c

a
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o
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Medical Imaging

FaHaNA

Fairness

[DAC’22]

NAS for Medical  

Image Seg.

[MICCAI’20]

NLP (Transformer)

FPGA [ICCD’20]

Mobile [DAC’21]

GPU [GLSVLSI’21]

Graph-Based

Social Net [GLSVLSI’21]

Drug Discovery [ICCAD’21]

Melanoma Basal cell carcinoma

Light Skin

76.80%

Dark Skin

49.38%

Fairness

o Existing 
Networks

Vascular lesion

First Framework to Co-Optimize 

Accuracy and Fairness via NAS

DAC This Year!
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HW/SW

Co-Design

Framework

FNAS

[DAC’19*]

[TCAD’20*]
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FaHaNA

Fairness

[DAC’22]

NAS for Medical  

Image Seg.

[MICCAI’20]

NLP (Transformer)

FPGA [ICCD’20]

Mobile [DAC’21]

GPU [GLSVLSI’21]

Graph-Based

Social Net [GLSVLSI’21]

Drug Discovery [ICCAD’21]
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NAS Acc.

HotNAS

[CODES+ISSS’20]

Model Compression

NAS for Quan. [ICCAD’19]

Compre.-Compilation [IJCAI’21]

Secure Infernece

NASS [ECAI’20]

BUNET [MICCAI’20]

H
a
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w

a
re FPGA

XFER 

[CODES+ISSS’19*]

ASIC

NANDS [ASP-DAC’20*]

ASICNAS [DAC’20]

Computing-in-Memory

Device-Circuit-Arch. 

[IEEE TC’20]
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Conclusion

26 |  George Mason University

• The very first framework to conduct HW/SW co-exploration 

• Co-exploration can push forward Pareto frontier of accuracy vs. efficiency

• Providing fundamentals of the co-design stack

• We even apply the co-design philosophy to quantum machine learning, the 

initial work was published at Nature Communications
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